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1. Introduction

The interest in the Stefan problems is due to their important physical and technological 
applications in the cases of the action of concentrated energy fluxes on metals and ceramics. 
The processes of material processing by means of intense energy fluxes (laser radiation, 
electron and ion beams) are the basis for many technological operations like cutting, drilling, 
surface modification, and dimensional processing of condensed media [4,7]. The necessity for 
clear understanding of the above processes stimulates fundamental researches on the kinetics 
of fast phase transformations [8]. But theoretical investigations are especially urgent in the 
consideration of pulsed regimes of processing.

The main complexity of mathematical studies of Stefan-like problems is due to the pres­
ence of moving boundaries leading to essential nonlinearity. Analytical solutions of such 
problems can be obtained only under strong simplifying assumptions. There are two widely 
used approaches to the numerical solution: explicit tracking of moving surfaces [1,3] and use 
of smoothing procedures [6,10]. In the problem of the pulsed action of high-energy fluxes on 
materials, where the nonequilibrium of fast phase transformation can play a dominant role,
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it is necessary to explicitly locate the phase boundaries and take into account the related 
processes.

In the present work, the application of the dynamic adaptation method [9] to the solution 
of a multi-interface Stefan problem in arbitrary two-dimensional areas with explicit track­
ing of the interfaces is considered. This method is widely used for solving one-dimensional 
problems of mathematical physics [2]. The dynamic adaptation method for solving two- 
dimensional problems is based on the idea of the transition, by means of the desired solution, 
to a non-stationary curvilinear coordinate system. The transition to a moving curvilinear 
coordinate system allows to eliminate problems related to moving boundaries. In this case, 
it is necessary to determine not only the values of the unknown functions but also the co­
ordinates of grid points. The movement of grid points is described by partial differential 
equations added to the problem. In this coordinate system with fixed boundaries, the prob­
lem is described by an extended system of differential equations, one part of which describes 
the physical phenomenon and second one concerns the movement of the grid points.

The results of the computing experiment on the solution of a problem typical of the 
material processing by intense energy fluxes are presented. The main features of such prob­
lems are the presence of melting-crystallization and evaporation processes and a significant 
difference in sizes between the target and the energy release zone.

2. Mathematical model

The mathematical formulation of the classical version of the two-dimensional Stefan problem 
describing the melting and crystallization processes of pure materials is reduced to the quasi- 
linear heat transfer equation in an arbitrary region Qxy with an a priori unknown moving 
boundary Ts/(t) which separates the solid f ls(t) and liquid Гli(t) phases:

At Tai(t) the differential Stefan condition

wp -  W " =  Lmpv"h w ;  =  w p  (2.2)

is fulfilled and the temperature is continuous and equal to the equilibrium transition tem­
perature

Ts = T t =  Tm. (2.3)

Here superscripts n and r indicate normal and tangent components, subscripts s and l 
refer to solid and liquid phases, Tm, Lm are the temperature and the latent heat of melt- 
ing/crystallization, vsi is the velocity of motion of the interface. At the domain boundary 
dflxy the boundary conditions are specified in the form

where W  =  (W\, W2) is the vector of the heat flow, ft is the external normal to dQxy, f  is 
the function specified at dVLxy.
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The account of the evaporation leads to appearance of the second mobile interface Tiv(t) 
in area Qxy. The process of advanced surface evaporation at this boundary is described by 
three conservation laws (mass, momentum and energy)

Pitfv =  P v (u -v?v), (2.4)

pi +  Pi(v?v)2 =  pv +  Pv{u -  v?v)2, (2.5)

- A ^  =  G" -  U pK  (2.6)

and two additional relations describing the kinetics of phase transformations that are deter­
mined from the Knudsen layer approximation [5]

Tv =  Tv{Th M ), pv =  pv{pSat, M ),

where the index v denotes vapor, G is the energy source intensity, и is the gas-dynamic 
velocity, vfv is the velocity of the evaporation front, Lv is the evaporation heat, Pv is the 
pressure, M  is the Mach number, and psat denotes the saturated vapor density. For M  =  0 
these relations take the following form: Tv =  0.633Т/, pv — 0.326psat. The value of psat is
determined from the equation of state psat =  Psat/{RTi), where Psat — Poexp ( — ( — — —

\ R \Ть Ть/
Here Psat is the saturated vapor pressure, P0 is the atmospheric pressure, Ть is the boiling 
temperature, and R is the gas constant.

3. Problem statement in an arbitrary curvilinear unsteady coordi­
nate system

The solution of this problem consists of the determination of the temperature fields and 
position of phase fronts Tsi(t), Tiv(t). To numerically solve of multidimensional boundary 
problems on arbitrarily shaped regions, it is convenient to use boundary fitted curvilinear 
coordinates. To map the physical space with coordinates (x, y, t ) onto a computational one 
with (£,??, t ), we use the general transformation £ =  £ (x ,y ,t), у — rj(x,y,t), т =  t. The 
differential problem (2.1) - (2.6) in the arbitrary non-stationary curvilinear coordinate system 
(£, у, т) can be written in the form:

, » > >  -  - i {pW\ +  H Q0 ^  -  (PW2 +  HQ2) ^

d_
dy

-(pW, +  H QQ^| +  (PW2 +  H Q2) ^

m =  s.l

-Фд

~dx Qi 'dy _  Q2'
.dr p . 5m .dr p .

with the corresponding boundary conditions on the lines of the phase transitions
(G,v =  Vsi) e  Tsi :

'У2 LmQsi ’

(3.1)

(3.2)

(3.3)
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(£,P) e Flv :

where

Q?v =  - p J u + ^ ) . (3.4)
v pi

p  , m 2 =  Pv +  Pv(u + ^ ) 2, (3.5)
pi V Рг '

/ dy ITr cbx i
у =  const, (3.6)

,rTr ду ттг дх-, i £ =  const, (3.7)

Xp ( д у д Т  _  д у д Т  
ф \ду д£ <9£ ду

ф =  p j  1 =  р дх ду 
<9£ ду

дх ду\  
ду <9£ /  ’

/  дх 
\ду

д х д Т  
ду <9£

д х & Г  
дг! .

> 7  =
дх 2

+
ду
д£

2

Here Qsi and Qiv are the flows of substance through the interfaces and Гг„ respectively, 
Q 1 1 Q2 are the arbitrary transformation functions and J -1 is the Jacobian of inverse trans­
formation.

4. Algorithm of solution -

For the finite difference approximation of (3.1) - (3.7) in the x [0, to] domain of the 
generalized coordinates £, 77, r, where 0 ^  =  { (£ ,77) : 0 ^ ^ 1, 0 ^  77 ^ 1} is the
rectangle, we introduce the rectangular grid w with steps h$, hv, A tj respectively.

The functions x\ k, y3ik, Q3lik , Q ii к are determined in the grid nodes, while the functions 
I ?+i/2.»+i/2’ 'H+1/2M 1/2 ’ Hl.t+i/2,k+i/2 are evaluated at the cell centers. Variables Wfii+1At, 
K , +2/2,k. W ’u w  w l,M V2  are evaluated at the centers of the cell edges. Using the 
integro-interpolational method [11], the initial differential problem is approximated by the 
implicit difference scheme

(^ # )г+1/2,А:+1/2 W  H ) i+l/2,k+l, _ _  , , M, , U(1 ,
Дт^--------------------- ---  “ f + " y i  W + 1/2 №•+«+! -  !

— (pW\ +  H Q i)i k+lj2 {yi,k+1 — Vi,к) — (phh\ +  J7Ql)j+i/2,fc+l (l/i-'-l.fc+l — Vi,k+'■

+  (pbFi +  H Q i)i+1/2 k {yi+l,k — Vi,к) — {pW2 +  HQ 2)i+l k+l/2 (^i+l.fc+l ~ x i+l,

-  (pW2 +  -H(52)iifc+1/2 (x i,k+l _  “  (Р^2 +  -^Q2)j+i/2,fc+l (^i+l,
•4 J' -l- 1

+  (pW2 +  HQ2)i+i/2tk (x i+l,k ~  a:i,fc)j l̂)P)i+l/2,k+l/2'

,fc+l %i,k-
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Here

Hh,«+i/2,fc —
Л P

1 и и ' {  (У*+1/2,fc+l/2 — Уг+1/2,к-1/2)  (2i+l,fc ~  T^fc)
2rt+l/2,fc“ ,£ ftfj

— (?/i+l,fc — Vi,к) (Ti+1/ 2,fc+l/2 ~  ^ i + l /2,fc—1/ 2)  }  >

H q i,fc+ l/2 =  ^ 1 и {(Уг,к+1 — Vi,к) (2 i+ l/2 ,fc+ l/2 ~  2 [ -1 /2 ,fc+ l/2)

~  (Уг+1/2,fc+l/2 — 2/г—1 /2,А;+1 /2 ) (Ti,k+1 — Т Ц ) }  ,

^2,i+l /2 ,fc  =  — “I---------^  1 , { — (^г+1/2 ,fc+l/2 — ‘̂ 'г+1/2,/г—1/ 2) ( 2 i + l ,к — П к )
%+l/2,A:'^^'^77

+  ( жг+1,/с — 2+fc) (21+1/2,fc+l/2 — 21+1/2,fc- 1/ 2) } .

И 2,г,fc+l/2 =  ^ , , { “  (^i,fc+l — x i,k) (21+1/2,fc+l/2 — 2 !_ i /2 ,fc+ i/2 )
% ,fc+ l/2 ^ ^ 7 i

+  (^ г+ 1/ 2,fc+l/2 — x i - l / 2,fc+ l/2) (21,fc+l — 21, f c ) } .

The required interpolations are performed by the following formulas:

27j,fc+1/2 — 0 .5 ( i2 j+ i /2 , fc+1/2 +  2 7 j_ i/2 ,fc+ i/2 ),

Hi+l /2 ,k  =  0 . 5 ( i 7 i + i/2, fc+l/2 +  27 j+i /2 ,fc -l /2 ) ,

Qi, fc+l/2 0 .o(Qj,fc+i ~b Qi,k]i Qi+l /2,k  0 .5(Q i+l,fc  T  Qi,k)j

жг+1/2,fc+l/2 =  0.25(Xi,fc +  Xj,fc+i +  Xi+i,fc +  Xj+ i,fc+i),

Уг+1/2,fc+l/2 — 0 -2 5  +  Vi,k+ 1 +  Уг+l.fc +  Уг+l.fc+l)-

To realize the difference scheme, algorithm based on two enclosed iteration cycles was used at 
each time step ДтТ In the first cycle, the Q^k velocities of the grid nodes and their position 
were determined and in the second cyrcle the temperature distribution in the domains П;, 
was calculated. The obtained systems of linear algebraic equations were solved by the method 
given in [12]. The value of the normal component of the mass flow on the line of the phase 
front in the edge centers of cells is determined from the Stefan condition:

Qlrlft.k =  1 ш [(» ? + ,/« )»  -  W ” , / „ ) , ]  , i =  0, . . . , I  -  1, к =  k,t.

Here (•)n is the normal component of the corresponding vector with respect to the line of 
the phase front. The value of the normal component of the mass flow on the line Г;,, is 
determined from the equation Q"+1/2 1 =  ~Piv?vi+i/2 i> г =  0 , 1 .  To determine the 
velocity components for the nodes of the phase front Tsi, the mass conservation law was 
used:

(x i,k x i—l/2,k-, Уг,к Уг—1/2,fc) X { Q l , i —l/2,k) Q2,i—1/2,fc)

([x i,k x i—1/2,к-,Уг,к Уг—1/2,к) x  (Ql,i,ki f?2,i,fc) j

{x i+l/2,k x i,ki Уг+1/2,к Vi,к) x  {,Ql,i+l/2,ki Q2,i+l /2,k)

{x i+l/2,k x i,ki 2/i+l/2,fc Уг,к) x  i,Ql,i,ki Q2,i,k) i

i =  1 , 2 , . . . , /  —1,

0 *0 /2 ,к — x 0,fc) 2/1/2,fc — 2/0,fc) X (<3l,l/2,fc) $2,1/2,*:)

(**0/2,fc x 0,ki У\/2,к 2/i,fc) x  ($l,i,fci $2,i,fc) :
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H\ l*o,k,vo.b)’ (Q l’0’k' Q2fl’k) - ° '

( x i , k  — X l - l / 2 , k > y i , k  — У I —1/2,к)  x  { Q l , 1 -1/2, к, Q 2 , 1 - 1/2 ,к)

—  (%1,к — % I - l / 2,k, УI,к — УI - 1/2,к)  x  { Q l , I , k ,  Q 2,I,k) >

П\

where

%i±l /2,k —  % i± l/2,k ~  Q i ± l / 2, k & T J / p,  Уг±1/2,к ~  V i± l/2 ,k ~  Q i ± l / 2, k & T 3 /  p.

—* —* —¥
Here к =  ksi, a x b is the vector product, а ■ b is the scalar product of vectors a and b, n
is the unit vector of the normal direction to the domain boundary dflxy. Similar equations 
were used to determine the mass flows in the nodes of the moving boundary T[v.

For redistribution of the nodes within subregions Qs and Q[, the condition of quasi­
uniform distribution was used:

d x (  д х ' '\2 d 2x д х  d y  d 2y . D v ' ( d x ' ^2 d 2x d x  d y  d 2y

дт а . f e I d e + ae д £ д ?
H— - 

7 drj2 dr\ drj d y 2

dy D£ ( д у \ 2 д 2у д х д у д 2х
дт а \ d £ j  <Э£2 <9£ <9£ д£2

Dv (  ду \ 2 д2у дх ду д2х
7 \ drj)  дтf  дт] drj drf

Here D D v are the diffusion coefficients for the distribution of the computational grid nodes 
along the coordinate lines £ =  const and rj =  const respectively.

This system of differential equations is approximated by the implicit difference scheme 
with central differences. For this scheme realization the following iterative process was used:

T(«+i) _
aW 

D.

x

y{: +l) = а
§_

(s)

(0о
£

.(«)

X(в-Ы) I
4? + X o  ' У о У.

У>
0+1) I „.(s)„,0),js)x'0 'Уо 'X 

£ £

( r l a ) Y r ( a+1 )  +  T ( s ) 7 / ( s ) 7 / ( e )J ’Ь Т}Г) ' Г) 77

(yis))  y{n7 1)+ x f y (° )xm , s =  0, 1,

5. Freezing model problem

Verification of the dynamic adaptation method was carried out on the problem given in 
[10]. The Stefan problem for the freezing process is considered in the rectangular domain 
ftxy : ( O ^ x ^ l ,  0 ^ у ^  0.5) with planar interface Г si(t) between Qs(t) and
subdomains. The coordinate axes were chosen such that the moving phase boundary Г„*(£) 
temperature remains parallel to itself without being parallel to any of the axes (Fig. 1).
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Figure 1. Initial domain for the freezing problem

The problem is described by the heat transfer equation (1) with constant coefficients. The 
following values of thermophysical parameters were used: X =  c — p — 1, Lm =  1, Tm =  0. 
By turning the original coordinate system at angle <p, the problem is reduced to the one­
dimensional Stefan problem with the spatial coordinate г =  ж cos p +  ysinp, which has a 
self-similar solution

T(z,t) - 1  +  ф ( ^ ) / Ф ( / 3 ) ,
0, 2 > гр,

where
Z

Ф(г) =  4 =  /  e~y2dy, zr =  2 pVt, 0 =  0.6202.
о

A computational grid with total number of 11 x 6 nodes was used. The initial distribution 
was chosen to correspond to the self-similar solution at time t0 =  0.162. The planar boundary 
is drawn at the angle p  =  30°. On passing to the curvilinear coordinate system (£ ,77, r), 
the Qxy domain is mapped onto some rectangular domain in which the computational 
grid becomes equidistant in both directions. The planar boundary Гsi(t) coincides with the 
coordinate line щ, ksi =  4 and its position remains unchanged with time (Fig. 2). The phase 
front position and the view of the computational grid in the physical space for different time 
moments are presented in Fig. 3.

Figure 2. Mapping of the physical space onto the computational one for the freezing problem
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Figure 3. Phase boundary position versus the time for the freezing problem

The values of the absolute error Дг, =  z* — zr and the relative error 5zi =  A.Zi/zr in 
percent are presented in Table 1 which gives the deviation of the phase boundary from the 
planar one for different instants of time. Here zr is the value of the coordinate г corresponding 
to the phase boundary, z, is the calculated value of the coordinate z corresponding to the 
position of the г-th node at the phase boundary. The obtained results demonstrate a high 
accuracy of phase boundary tracking and validate the application of the adaptive grid with 
very small number of nodes, namely, about 30 in the fis and fli subdomains.

Table 1. Deviation of the phase boundary from the planar one

t = 0.2601, z{t) = 0.6326 t =  0.3363, z{t) = 0.7193 t =  0.4533, z(t) =  0.8351
i Zi A Zi 5zi Zi A Zi 5zi Zi A Zi 5zi
0 0.6337 1.101-10-3 0.1740 0.7203 9.731Т0-4 0.1353 0.8362 1.094 • 10“3 0.1310
1 0.6340 1.382-10-3 0.2184 0.’7210 1.657-10-3 0.2303 0.8363 1.151 • 10“3 0.1378
2 0.6337 1.058T0-3 0.1673 0.7212 1.851T0-3 0.2573 0.8385 3.441 • 10“3 0.4121
3 0.6330 3.795T0-4 0.0600 0.7197 3.514-10~4 0.0488 0.8350 -5.612-10“5 -0.0067
4 0.6339 1.291T0-3 0.2042 0.7211 1.767 10-3 0.2456 0.8374 2.330 ■ 10“3 0.2790
5 0.6342 1.570-10-3 0.2482 0.7211 1.723-10-3 0.2396 0.8370 1.937- 10-3 0.2320

6. Numerical experiment

The proposed dynamic adaptation algorithm was used to solve the problem of the action of 
a high-energy flux on a metal target. A rectangular energy pulse of diameter 4 • 10-2 cm and 
intensity 105 W /crn2 influences on the surface of the triangle domain Qxy. The duration of 
processing is 0.3 s. The thermophysical parameters of aluminum were chosen.

The solution algorithm consists of two stages. At the first stage the entire domain is equal 
to the solid subdomain Vtxy =  VLS and the process is described by the heat transfer equation. 
A fixed computational grid (21 x 21 nodes) with the maximum concentration of the nodes in 
the energy release zone had been constructed before the beginning of calculations (Fig. 4) 
by using the elliptic grid generator [13]. This grid was used for calculating the temperature 
field until the Tmax < Tm condition was fulfilled on the irradiated surface.
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0.00 ::: 0.01 0.00 ^  0.01 
G G

Figure 4. Computational grid in the physical space

At the second stage, which begins when the equilibrium melting temperature Tm =  933.3° 
К is reached on the surface, the processes are described by the two-phase Stefan model. To 
introduce a new (liquid) phase, overheating of the irradiated surface by 0.1° К is provided. 
From the relation of the overheating energy and the latent heat Lm the initial thickness of 
the liquid phase is determined (about 10-8 m) and a new subregion fh, £lxy =  U is 
introduced. The computational grid with 21 x 6 nodes is located in the new phase (the total 
number of nodes is 21 x 26). From this moment the grid is reconstructed on each time layer. 
The numerical solution is accompanied by a radical reorganization of the computational grid 
(Fig. 4). Fragments of the physical space immediately after the new phase introduction are 
shown in Fig. 5 on an expanded scale.

Figure 5. Physical space fragments with introduced liquid phase

The features of the problem are a high velocity of interfaces and a considerable defor­
mation of the initial area. The changes in the maximum temperature in Qxy and maximum 
velocities of interface boundaries Ts; and Г/„ are presented in Fig. 6.
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Figure 6. Change in the maximum temperature and maximum velocities

The maximum velocity vsi reaches ~1 m/s immediately after the introduction of the 
liquid phase and then decreases to ~0.015 m/s. The spatial profiles of temperature fields 
in the region Qxy and the location of the phase interface Ts/ (the isoline T  =  933.3° K) at 
different moments are given in Fig. 7-8. Two of them (Fig. 7) correspond to the influence 
of the source on the target (G =  105 W /cm 2) and the other two (Fig. 8) correspond to its 
absence {G =  0 W /cm 2). The processes of melting and evaporation lead to the formation 
of a deep channel in the zone of the influence and almost complete melting of the target. 
Cessation of the pulse leads to a sharp interruption of evaporation while the melting process 
continues for a longer time due to the large amount of energy stored in the liquid phase.

Figure 7. Spatial profiles for the temperature fields in the region flxy for t\ = 0.01 s and t2 = 0.24 s 
respectively
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Figure 8. Spatial profiles for the temperature fields in the region Dxy for t% =  0.31 s and =  0.32 s 
respectively

The computing experiment shows a high efficiency of the method of dynamic adaptation
for the considered problems of material processing.
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